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Abstract

Optical technologies form the key foundations for
transport networks used by all major telecommunication
carriers. Those networks are made up of equipment
supplied by different manufacturers, and utilize different
optical switching and transmission technologies. These
give rise to distinct islands or "domains' of network
nodes of different capabilities. Further, administrative
segmentation  of  networks, and inter-carrier
communications add another concept of a domain.

Control plane technologies have seen increasing
popularity as a way of discovering transport network
capabilities and provisioning connectivity across them.
To date, the focus has been on control plane operations
within optical domains, but attention is now turning to the
operation of multi-domain optical networks.

This paper sets out the current status and trends in
standardization of control plane architectures and
technologies for use in multi-domain optical networks.
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|. Introduction

The introduction of fiber optics in the early 1980s
heralded a revolution in transport networks. Oireet
physical technologies have been standardized ipastip
of Time Division Multiplexing (TDM) and Wave Divien
Multiplexing (WDM) to make it possible to use fiber
optical to interconnect equipment from differennhders
to build optical networks. Significant networks ai@wv
built from optical equipment with hundred of netkor
elements and fiber spans of thousands of kilometers

The management and operation of optical networksl us
to be a significant undertaking. An optical tral tfaffic
path through the network) was created by configurin
each optical node along the path to enable thefates

networks and has a long history in computer netimgrk
In the late 1990s, the Internet Engineering Taskcé&o
(IETF) started work on a series of extensions te th
Multiprotocol Label Switching (MPLS) protocol suite
produce Generalized MPLS (GMPLS) [1], a set of muint
protocols suitable for establishing trails througptical
networks. At roughly the same time, the Internatlon
Telecommunications Union (ITU) began to formally
document the architecture of transport networks &nd
create a specific architecture for the Automaticall
Switched Optical Network (ASON) [2].

The benefits afforded by the use of a dynamic obntr
plane and the potential that it offers in termsdghamic
network operation, recovery from faults, reduced
operational complexity, rapid service provisioniadjlity

to realize revenue from existing equipment, and
mechanisms for traffic engineering are well rehedrand
will not be repeated in this paper. Suffice to shst
control planes for optical networks have attracted
sufficient attention that they are now routinely a
consideration in the procurement and deployment of
optical equipment.

As optical networks grow in size, it becomes ndttwa
partition them. The motivations may be the samdoas
any other network (administrative borders, network
mergers through acquisitions, or scaling conceing)the
optical technologies also give rise to other reasdior
example, it may be possible to provide connectifity
one optical network (say a TDM network) by provisitg
trails in another network (perhaps a WDM netwoil)is
network layering is fundamental to the ASON ardititee
[1] and is also recognized within the IETF [3]. both
cases, the border between the layers serves itquathe
network into separate domains and creates a d@mgr
relationship between the domains.

A further motivation for segmenting the network may
arise from the optical equipment itself. Differamndors
may choose to enhance their offering with spe@atures
and advanced functions that are not part of the
standardized data plane or control plane. In oraer

and_ enable_ cross-connects. Such configuration wasconstruct a larger network, an operator must agang
achieved using Element Management Systems (EMSs)endor equipment into islands and interconnect ehos

under the control of a centralized Network Manageme
System (NMS) or Operations Service System (OSS).

The development of dynamic control plane techn@sgi
offered considerable simplifications to the openatiof

islands to the rest of the network.

This paper examines the current state of affaitkén
relevant standards bodies with respect to architestand
solutions for multi-domain optical networks. Itriatluces



standard techniques for provisioning and routingptical
networks, and then discusses and defines the bptica
network domain. The subsequent sections descrée th
work in the standard bodies for the distinct issaésed
by inter-layer and inter-domain networking.

[I. Standardized Provisioning and Routing in
Optical Networks

The optical control plane consists of protocols for
discovering optical connectivity, distributing imfoation
about available network resources, and provisioning
optical trails.

The IETF's Link Management Protocol (LMP) [4]
provides a network node with mechanisms to estaliis
connectivity and nature of the data links to arirfiits
neighbor. The data links can be verified using Litest
procedures, and faults can be isolated throughr@ont
plane exchanges — a feature that is particulagfulisn
transparent optical networks where there is ndkerf
Operations and Management (OAM) function. LMP also
allows data links to be clustered into administedtinits
called Traffic Engineering links (TE links).

LMP’s capabilities are enhanced by the ITU’s link
discovery procedures defined in G.7714.1 [5] thmetde
‘plug and play’ function in optical networks so tliais
not necessary to configure the identity of neigkheinen
new fibers or data links are connected to a notles&
protocol procedures are based on the IETF's Point-t
Point Protocol Link Control Protocol extensions.[6]

Routing protocols in the optical control plane ased to
distribute link state information about each TKlikach
node advertises the capabilities of the linksriniaates
and states the available resources (bandwidthhen t
links. As network resources are used or releaseddde
re-advertises the links with updated resource aliy.
Thus, every node in the network is able to constuc
Traffic Engineering Database (TED) providing a futid
up-to-date view of the of topology of the networldahe
available potential paths through the network. THNEF
has specified two routing protocols for use in cgulti
networks: GMPLS-OSPF [7] provides protocol extensio
to the well-known IP routing protocol, OSPF; GMPLS-
IS [8] makes similar extensions to the I1S-IS protoc

Optical trails are called Label Switched Paths (&SR
GMPLS; the labels in this context are physical veses
in the optical medium such as timeslots or wavdleng
LSPs are across the network established by signalin
protocols. Initially, the IETF defined two functialty
equivalent protocols for use in optical networks:

Constraint-based Routed Label Distribution ProtgCGiR-
LDP) [7], and the Resource Reservation Protocol TE
Extensions (RSVP-TE) [8]. Both of these use common
protocol elements [9], however, recognizing that th
industry does not benefit from the existence of two
equivalent protocols, the IETF abandoned CR_LDP and
progressed only with RSVP-TE [10].

Routing and signaling specifications in the ITU &0
far focused on the requirements at domain boursglarie
This topic is discussed further in section V.

Standardization of optical control plane architeetand
protocols continues in both the IETF and the ITleT
ITU, with a stronger participation from operatorasha
heavier bias towards architecture and deploymermtefsp
while the IETF is more focused on protocol design,
implementation and ‘running code.’

[11. Introducing Multi-Layer and Multi-Domain
Networks

Current optical networks span vast distances and
encompass many network nodes. Nodes that share a
common management policy or addressing scheme are
considered to form domains. Domains may also caapri
network elements of the same switching type (tlsat i
transport technology). Administrative subdivisiccreate
domains for commercial reasons or for to achieve
scalability and management simplifications within a
network. A server network that provides connectidr

one or more client networks represents a sepacasid.
Clusters or islands of nodes with specific or pietary
control plane behavior (including subnetworks ttah't

use a control plane at all) also form domains.

In all of these cases, a domain may be classifiethay
collection of network elements within a common sphaf
address management or path computational resplitySibi
[11]. This definition fits well with the concept$ muting
areas and Autonomous Systems (ASes) familiar grmet
routing, and also matches the idea of an ASON Rgulti
Area (RA) [2] and [12], and is coherent with the
subnetwork defined in ASON [2].

Domains of nodes of the same switching technology f
special domain types known in the IETF as regid@js [
IETF regions may comprise WDM nodes, TDM nodes,
Layer 2 switching nodes, or packet switching nodethe
context of this paper, we are only interested inwénd
TDM switching. Regions may be further subdividetbin
layers or sub-layers according to the capabilibéghe
switching type. For example, the TDM region may be
subdivided into VC4 and VC3 layers. Multi-layer



networks are recognized by both the IETF [3] aredITiJ
(2].

Multi-domain and multi-layer networking present yer
architectural

different, yet in many ways similar
challenges and require consistent protocol solation

V. Architecturesfor Multi-Domain and
Multi-L ayer Networks

A well-defined architectural model is essentiattte
correct development of protocols and their proper
deployment. The ITU has included multiple domams i
their optical network architecture from the stahile/ the
IETF’s approach ahs been less formal and driven by
specific implementation and deployment needs. Thes
documentation of the IETF architecture for optical
networks lags behind that of the ITU, but protocol
solutions from the two bodies can be successfully
combined to produce a high-function solution. Tclus,
it is important to understand the basics of théiéectural
models, and these are introduced below.

Peer Domains

The most basic domains operate as peers. In tbnéit
world, we may consider ASes as the prime example of
peer domains: they operate on an equal footindyange
no TE routing information, yet must cooperate talesh
end-to-end LSPs. Requirements for inter-AS traffic
engineering are described in RCF 4216 [13].

The basic unit of architecture in the ASON modehes
subnetwork. Thus, a single network node may be
considered as a subnetwork; a self-contained doimdiis
own right. But this may be no more than an academic
distinction; it is more interesting to examine the
subnetwork as a collection of nodes that itself has
connections to the outside world. ASON subnetwaonky
operate as peer domains, so a network may be ootexdr
as shown in Figure 1.

Figure 1 : The basic multi-domain architecture

It can be seen that the ASON multi-domain netwerk i
more open than a network built of ASes. But thisusth
not be a surprise, they are intended to operatewinolly
different scale with ASON subnetworks potentially
containing just a few network elements while ASes a
usually large collections of very many nodes.

Hierarchical Domains

As shown in Figure 1, a network may be construbrieah
a collection of subnetworks. The ASON architecture
makes this model recursive. That is, a subnetwaik m
itself be constructed from a collection of subnetso
giving a fully-featured abstract architectural mioate
shown in Figure 2.

Figure 2 : The full ASON architectural model

Routing Areas and Routing Levels

Since the objective is to establish end-to-end eotivity,
and since the control plane needs TE routing inébion



to achieve this, we need to determine how the
architectures accommodate routing.

The ASON architecture defines the concept of Rgutin
Areas (RAs). According to G.8080 an RA is defingdhb
set of subnetworks, the links that interconnectthend
the ends of the links that connect to the outsiddd\2].
This makes an RA look very much like a subnetward,a
indeed RAs can be arbitrarily nested with the liofit
subdivision being an RA containing just two subrets
and one link (where a subnetwork may itself be gust
single node). These hierarchical arrangements «f &A
termed Routing Levels.

The Internet has a similar concept in IP routingufihg
areas in OSPF and levels in I1S-IS, may be arranged
hierarchically, although by convention in IS-IS dnd
definition in OSPF this relationship is never seatknore
than two deep.

Multi-Layer Networks

Multi-layer networks also fit the multi-domain mddin
an ASON network it is as simple as recognizing that
layer is contained within its parent layer and rhay
treated as a subnetwork or routing area. Indee2)8b.
states that an RA exists within a single layer oekw
indicating the implicit containment relationshipsiswn
in Figure 3.

Figure 3 : The ASON architecture for routing levels
showing hw routing areas and external points of
connectivity are mapped into the routing areasigtidr
levels.

GMPLS takes a slightly different view of the mubirer
network. Nodes of different technologies may bespng
in a single routing area under the control of glgin
instance of a GMPLS Routing protocol as descrilbed i
[3]. On the other hand, a more common GMPLS multi-
layer architectural model presents the layer neksvor a

client/server relationship as shown in Figure 4this
case, there is no routing information exchange betw
the network layers, but connections across therdayer
network may be presentedagual links in the upper
layer network.

Virtual link connecting
.~ client network partitions

Partitioned client network

server network

Server network

Figure 4 : The client/server multi-layer network.

Of course, the ASON architecture is quite capable o
accommodating the client/server multi-layer network

The Virtual Network Topology

The IETF have formalized the client/server muljida
network relationship in terms of a Virtual Network
Topology (VNT) [xx]. The LSPs across the lower laye
network are established to meet the needs of ibetcl
network. These lower layer LSPs provide virtuakdinn
the client network and so form a virtual networgdtogy.
The connectivity may be established on-demand &sLS
in the higher layer are attempted, or, more prohalmder
the control and supervision of management apptinati
The latter facilitates a clear separation betwéen t
administration of the networks while keeping the
management function very open to different
interpretations of policy in different deployments.

ASON may also support a similar concept. Servegrlay
trails me be provisioned to provide connectivityhie
client layer, and this, it could be argued, is famental to
the ASON multi-layer network.

V. Inter-Domain | nteractions

So far, this paper has concentrated on the arthitscof
multi-domain networks. But these are abstract cptsce
useful for theory or network planning. What is also
required is control plane protocols to establistt-trend
connectivity, and to exchange the routing inforimati



needed to determine paths across multi-domainalptic
networks.

Signaling

The signaling protocols are responsible for instglthe
optical trails, causing optical resources to bebtsthand
cross-connects (electronic or optical) to be prognad.
An end-to-end trail can be constructed in one mdeh
ways [11].

e Contiguous LSPs are formed of a single, end-to-end
protocol exchange resulting in a coherent protocol
‘session’ from source to destination. This mode of
operation is suitable for the case where the sonrce
ingress node wishes to maintain end-to-end coofrol
the LSP.

e LSP segments may lsttched [14] together to form
end-to-end data plane connectivity, but with each
segment under the control of the domain it crosses.
This model is particularly suited to situations whe
each domain requires greater control of the
connectivity that it provides and where the domains
may use different mechanisms to deliver the end-to-
end level of service.

e Thehierarchical LSP [15] is used to ‘tunnel’ a client
layer LSP over a server layer network and is,
therefore, most applicable to the multi-layer farfn
the multi-domain network.

The ASON architecture defines three key interfaoes,
reference points in the construction of multi-domain
networks. The User Network Interface (UNI) exists
between a user (such as a client network) andveoniet
The Internal Network-to-Network Interface (I-NNIXists
between network nodes in the same subnetwork,rend t
External Network-to-Network Interface (E-NNI) praes
a for interaction between subnetworks. In somes;dake
interface between client and server networks may be
considered to be an E-NNI rather than a UNI, thus
providing somewhat greater integration betweeraher
networks.

The ITU has developed three signaling specificatitiat
offer the same level of abstract functionality fise both
at the UNI and the E-NNI. These specificationsdboih
existing signaling protocols and are: G.7713.liziigy

the PNNI protocol developed for ATM; G.7713.2 addin
extensions to the GMPLS RSVP-TE protocol; and
G.7713.3 enhancing GMPLS CR-LDP for the same
purpose. For various reasons, including the supgdhe
Optical Interworking Forum (OIF), G,7713.2 [16]tie
protocol that has seen most interest.

The IETF, too, recognizes the importance of theérabs
reference points and has looked to see how itslatdn
GMPLS signaling protocol [8] can be applied to tigl.
This resulted in RFC 4208 [17] that describes the
applicability of GMPLS signaling to the UNI, and
(although not recognized in the text of that docothalso
provides a description of how GMPLS RSVP-TE can
operate at the E-NNI.

The ITU has not devoted any effort to signaling
specifications for the I-NNI. Since one motivatin the
existence of a subnetwork is to allow proprietary
implementations, this makes some sense. But the,|Bfi
the other hand, is concerned to achieve full cdpiame
interoperability between devices and so the prinfiacys
of GMPLS has been the I-NNI.

Routing

Routing exchanges between domains have providtha r
seam of discussion. If domains exist in order tilifate
administrative boundaries, why would they exchange
routing information? If the purpose of domainsasitake
the network more scalable, doesn’t routing exchange
defeat the objective? And if domains are built from
distinct proprietary implementations, what routing
information can they meaningfully exchange?

Yet in order to achieve an end-to-end connectionting
decisions must be made. The signaling protocol ineist
instructed what path to take, and these instrustionst
be based on some knowledge of the connectivitiief t
network and the available network resources.

In the client/server model, the ASON UNI very
specifically forbids the exchange of routing infation
[2]. This means that the client network cannot know
whether the server network is able to provide cotivigy
— it must simply make a request and wait to heaathdr
the request is successful. That limitation meaasttie
VNT model with pre-provisioned server LSPs presgnte
as virtual links in the client network is most appble.
Attempts to represent potential connectivity acseyer
networks into the client network as a mesh of airtinks
or by showing the server network as a virtual niede,
inevitably, to the many inaccuracies and scaling
complications of TE aggregation.

The E-NNI, on the other, hand allows controlleckage’
of routing information from one domain to anotheor
this reason, the E-NNI is often considered to hd@ieable
between client/server networks as well as between p
networks. In fact, of course, what we are inteiftehere
is the exchange of information between Routing Area
and since the relationship between RAs is strictly



hierarchical [12] the information exchange is also
hierarchical.

Instead of developing its own protocol solution ifater-
level routing exchange, the ITU has agreed to watk
the IETF to develop a suitable set of extensions to
GMPLS OSPF. Working from requirements [18] and an
analysis of the existing capabilities of OSPF, sigle
team made of ITU and IETF participants have evolved
OSPF capabilities capable of providing the necgssar
information exchange [19]. However, exactly what
information is exchanged and under what circumsanc
remains an open issue with significant concernsitbo
scalability and TE aggregation being expressedinvitie
IETF.

Path Computation Element

An alternative approach to routing in multi-domain
networks has been developed in the IETF. Instead of
relying on information distribution to allow a saarnode
to compute an end-to-end path, this mechanismilalisés
the path computation request.

In the Path Computation Element (PCE) architedi2og
a Path Computation Client (PCC) such as the hedd-en
node of an LSP makes a request to a PCE in its own
domain for an end-to-end path. The PCE may comstlit
other PCEs in other domains to determine the most
suitable route through the network.

The PCE architecture is highly applicable to matta

and multi-AS environments [20] and several différen
modes of cooperation between signaling and PCE have
been defined to handle various concerns includiadjrgy,
domain selection, and domain confidentiality.

Work is also underway to examine how PCE may be
applied to multi-layer networks [21] both in terofs
simple end-to-end path derivation, and in relatthe
VNT construct.

At the same time, the ITU have embraced PCE as a
possible solution to the ASON routing architecture.
Recommendation G.7715.2 [22] shows how PCE may be
used to provideouting controller function in the Routing
Areas of and ASON network.

Calls

This paper has concentrated on a description ofdralw
to-end data plane connectivity is provided. Butlthg’s
ASON architecture also includes the concept cdlhthat
provides coordination of service provision between
reference points within the network.

Figure 5 shows how a calls relate to connectiortién
network. It can be seen that in order to provideehd-to-
end connection, a series of connection segments are
stitched together. In some subnetworks multiplealpel
segments are needed to achieve the level of funthet
can be provided in other subnetworks by a singijensat.
Coordinating the whole process and helping totstite
segments together is the call, itself made up ginsats.
The call also has the more traditional purposedafitiing
the service both at the destination and at thesitr&iNNI
reference points.

Callsare |
end-to-end
Calls i < » »id P P
segments « g g g
Connections«¢ > < >t > < i >a—>

Figure 5 : Calls and connections in the ASON

The ITU’s signaling protocol extensions previously
described provide support for calls. They allowNl U
client to request a connection and associatedarall for
this call to be presented at each E-NNI referemistpn
the path before final delivery at the remote UMIthe
signaling protocol presented in [16] calls are gyig
backed’ on connection setup messages, and thikg whi
functional for simple calls and connections, is smeasy
to flexibly extend to scenarios with multiple contiens
associated with a single call, especially whersé¢ho
connections are diversely routed through the né¢wor
making use of different subnetworks. Converselg, th
inability to separate calls and connections in tay
makes it impossible to set up a call without alséiring
an associated connection.

For many years, the IETF's GMPLS specifications
completely ignored calls. They were an architedtura
construct that was not needed for early implemamsat
and deployments and so they were not factoredainyo
protocol specifications. It is only relatively rextky,
reacting to calls from the ITU for the IETF to déye
GMPLS to meet the full set of ASON signaling
requirements [23] that the Common Control and

Measurement Plane (CCAMP) working group of the IETF

specified how to achieve calls in GMPLS.
GMPLS calls use a significantly different protocol
mechanism [24] from that used in ASON signalingp&mt



this is a consequence of a need to satisfy theséalof
ASON signaling requirements including the need for
call/connection separation and for multiple conivest
associated with a single call.

In practice, the two call signaling mechanisms doul
interoperate successfully since the GMPLS mechanism
can be used to carry the call across a subnetwork o
domain, while the ASON technique can be appliettiet
UNI and E-NNI reference points.

V1. Conclusions and Ongoing Work

This paper has shown that there are many existing
standards in place from the IETF and ITU-T for riault
domain optical networks. Both the multi-domain and
multi-layer networks are covered by suitable asgttiiral
specifications, and protocol solutions exist toradd
many of the requirements for these network deployme

Some deficiencies still exist in the advanced acfas
function such as call/connection separation anid cal
routing, but the main item of work outstanding tioe
standards bodies is a harmonization of signaling
protocols. The industry does not benefit from nplgti
specifications in the same technical space, aisd it
incumbent on the leadership and technical memigecthi
both the ITU and the IETF to develop methods for
interoperability between the protocols that haverbe
defined and to ensure convergence between theswut
through elimination of all differences.

As the control plane technologies for multi-domeptical
mature and become more widely implemented and
deployed, there will be a need for simplificati@y.
removal of features that are determined to be utedaor
over-specified, the protocol standards and arctites
will become more relevant and useful. More robust
implementations will follow, and this will be of hefit to
the whole industry.

Lastly, in an attempt to build substantial and ubefulti-
domain and multi-layer networks, further carefuhlysis
of TE aggregation will be required in order to enastinat
the networks are built on sound and scalable piesi
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