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About the PACE Project 

Next Steps in PAth Computation Element Architectures   

From Software-Defined Concepts to Standards, 

Interoperability and Deployment 

Å PACE provides: 

Å a portal to an open source PCE software and documentation repository 

Å an open forum for exchange of ideas about current and future uses of 

PCE aimed to bring out radical new proposals and to consolidate existing 

research 

Å an environment for innovation, research, and standardization through 

workshops, education, and communication. 

This project has received funding from the European Unionôs Seventh 

Framework Programme (FP7) for research, technological development 

and demonstration under grant agreement no. 619712 

http://www.ict-pace.net/   and   @paceict on Twitter 
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Retrospective 
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Path Computation Starts with Graph Theory 

ÅIn 1735 Leonhard Euler wanted to send a single OAM 

packet to test all of the fibres in the Königsberg metro 

area network 

ÅHe was able to prove it couldnôt be done 
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Shortest Path First 

ÅIn 1956 Edsger Dijkstra wanted to find the shortest way 

home from the coffee house 

ÅLeast hops quickly leads to per-hop metrics 

ÅDijkstraôs algorithm is embedded in OSPF and IS-IS so that all 

nodes in the network make the same forwarding assumptions 

ÅSPF is quick to compute even in very large networks 
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Constraint-based Shortest Path First (CSPF) 

ÅTraffic Engineering is fundamental to planned networking 

ÅConstraints may be per-hop (for example, bandwidth or lambda 

continuity) 

ÅProcessing is simple pruning of the graph before or during SPF 

ÅConstraints may be cumulative (for example, delay) 

ÅProcessing is just like SPF with multiple counters 

ÅCSPF is quick to compute even on complex networks with multiple 

constraints 
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5 MB Link 

10 MB Link 

7 MB Demand 

5 MB Demand 

Multi-Path Problems 

ÅThe classic ñfishò problem of ordered provisioning 

ÅDiverse routes for protection paths 

ÅMore sophisticated algorithms 

Åk-shortest paths 

ÅLinear programming 
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Point-to-Multipoint 

ÅStrikingly complex set of problems 

ÅDifferent optimization criteria 

ÅShortest path to each destination 

ÅLeast cost tree 

ÅMany sophisticated algorithms exist 

ÅFun to combine with multi-path problems 
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What Do We Know? 

ÅThere are lots of path computation problems in networking 

ÅMany problems can be solved off-line 

ÅService planning 

ÅPlenty of time 

ÅEven failure cases can be pre-planned 

ÅMany problems take considerable computation resources 

ÅIncreasing demand for on-line or rapid response 

ÅNot all problems can be solved like this 

ÅNetwork nodes (routers and switches)  

ÅDo not have big CPUs 

ÅDo not have spare memory 
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History Lesson 
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So Why Was PCE Invented? 

ÅAll of these problems point to the use of dedicated 

path computation resources (i.e., servers) 

ÅBut PCE was invented for a completely different 

reason 

ÅAimed to solve a very specific problem 

ÅFind an MPLS-TE path to a virtual PoP 

ÅI can see in my domain, but not into my peerôs 

ÅWhich exit-point should I choose? 
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Remind Me : What is PCE? 

ÅPCE: Path Computation Element.  An entity 

(component, application, or network node) that is 

capable of computing a network path or route based 

on a network graph and applying computational 

constraints ï RFC 4655 

ÅThis does not say it is a dedicated server 

ÅIt can be embedded in a router 

ÅIt can be embedded in every router 

ÅFor virtual PoP use case 

ÅPCE function in head-end LSR for local domain 

ÅPCE function in remote ASBR accessed through 

remote call 
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And Remind Me : What is a Domain? 

ÅA domain is any collection of network elements within 

a common sphere of address management or path 

computation responsibility.  Examples of domains 

include IGP areas, Autonomous Systems (ASes), and 

multiple ASes within a Service Provider network.  

Domains of path computation responsibility may also 

exist as sub-domains of areas or ASes. ï RFC 4655 

ÅA PCE computes paths for a domain because a 

domain is what a PCE computes paths for 

ÅFor virtual PoP use case the domain was an AS 
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Architecture 
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Main Components 

ÅThe PCE architecture has two functional components 

ÅThe PCE 

ÅThe functional component that is able to perform 

complex path computations  

ÅThe Path Computation Client (PCC)  

ÅAny client application or component requesting a 

path to be computed  

ÅPCE depends on the Traffic Engineering Database (TED) 

ÅThis is a collection of information about the nodes and 

links in the network 
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Realisations of the Architecture 

ÅHistorically, head-end LSRs did path computation 

ÅThey included a PCE component 

ÅHistorically , the NMS determined paths and instructed the 

network 

ÅIt included a PCE component 

ÅThe PCE architecture recognises these and allows PCE to 

be externally visible perhaps on a dedicated server 
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Path Computation Models 
Two models are defined 

Å Centralized path computation 

Å all path computations for a given domain are performed by a single, 

centralized PCE  

Å dedicated server (external PCE node) 

Å designated router (a composite PCE node) 

Å all PCCs in the domain send their path computation requests to the central 

PCE 

Å to avoid single point of failure issues, backup PCE(s) may be deployed 

Å Distributed path computation 

Å multiple PCEs are deployed in a given domain 

Å computation of paths is shared among those PCEs 

Å single PCE path computation 

Å A single PCE computes entire paths in a single IGP area without collaboration of 

other PCEs 

Å e.g. at the ingress LSR/composite PCE node , or at an external PCE 

Å multiple PCE path computation 

Å more than one PCE cooperate in the computation of a single path 

Å E.g. loose hop expansion performed by transit LSRs/composite PCE 

nodes, or computations in multi-domain scenarios 
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Path Computation Models 
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Reminder : Improvements Brought by the PCE 
Architecture 

ÅDedicated CPU to enable more complex path computations 

Åmultiples constraints (e.g. optical impairments)  

Åpoint to multi-point, over single or multiple domains 

Åcoordinated requests, global optimization 

ÅOptimized tunnel placement in multi-area/AS/domain 

networks 

Åin a scalable manner 

Åwhile keeping domain topology confidentiality 

ÅOptimized tunnel placement in multi-layer networks 

Åe.g. MPLS over GMPLS-controlled WDM 

Åtopology usually advertised per layer (ñoverlayò model) 

Årespect operational constraints 

Åaddresses the scalability of the ñpeerò model 
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Reminder : New Doors Opened by the PCE 
Architecture 

ÅAllows finer routing customization on a per tunnel basis 

Åinclusion/exclusion of network resource 

Åmetric to use in the routing algorithm 

Åmetric bound for acceptable responses 

Åobjective function to specify optimization criteria 

ÅStandardizes the protocol to access a path selection 

engine 

Åhigher influence on parameters to support 

Åfor vendorsô equipment capable of acting as PCE 

Åenables the use of standalone path computation devices 

Åcould be finely tuned/implemented by operators 

Åa first step of MPLS/GMPLS in Software-Defined Networks 

21 



SDN/MPLS 2014 

Protocol 
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PCEP ï Path Computation Element 

(Communication) Protocol 

ÅWhy? 

ÅIf the PCE is divorced from the PCC we need a 

standard protocol 

ÅWhat? 

ÅNeeds to be able to carry requests for path 

computation and the responses 

ÅNeeds to offer basic reliability and security 

ÅHow? 

ÅOperate over TCP 

ÅSimple messages 

ÅContents modelled on RSVP-TE 
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PCEP Steps: Overall view 

¸ Session establishment 

¸ Path Computation Request 

¸ PCE Responses 

¸ Path Computation Reply 

¸ Notification Message 

¸ Error Message 

¸ Finishing the PCEP session 

¸ Session duration 
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PCEP Messages 

¸ Each PCEP message follows a common format 

¸ All messages (excluding the Keepalive message) carry information 

organized as objects 

Message Purpose 

Open Start a PCEP session 

Keepalive Maintain a PCEP session active 

PCReq Path Computation Request sent from the PCC to the PCE 

PCRep Path Computation Reply sent from the PCE to the PCC 

PCNtf Notification message used to inform the occurrence of predetermined 
events 

PCErr Error message 

Close End of a PCEP session 
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PCEP Steps: Session establishment 

¸ The first step is the establishment of a TCP connection 

between the PCC and PCE. The initialization is triggered 

by the PCC which needs to reach some other network 

node. 

¸ The second step is the establishment of a PCEP session 

over the TCP connection exchanging Open messages, 

which includes various session parameters like Keepalive 

message frequency, Deadtimer, and others. 

¸ Each time the Keepalive timer expires, a Keepalive 

message is sent and the timer is restarted. Nevertheless, 

other messages may also restart this timer, avoiding 

unnecessary traffic of Keepalive messages. The 

Deadtimer is also restarted when a message is received. 
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PCEP Steps: Session establishment 
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PCEP Steps: Path Computation Request  

¸ A PCC uses a PCReq message to request a path 

computation to the PCE. It must include at least 

the source and destination. 

¸ It may include path constraints like requested 

bandwidth, points of failure that should be 

excluded from the path being calculated, etc. 

¸ PCC may also assign the request priority and if 

load-balancing is allowed, including maximum 

number of paths and minimum path bandwidth in 

a path group. 
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PCEP Steps: PCE reaction 

¸ Once PCE receives a PCEReq from the PCC it can issue 

any of the following messages: 

¸ PCE Reply 

¸ PCE Notification Message 

¸ PCE Error Message 

¸ PCE can also do nothing 

¸ In that case the PCC may issue a Notification 

Message to the PCE cancelling the previous request 
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PCEP Steps: Path Computation Reply  

¸ A PCE uses a PCRep message to send the path 

computation result to the PCC. It may carry one 

or more computed paths if the path computation 

succeeded, or a negative reply if a path could not 

be determined. 

¸ When sending a negative reply, the PCE may 

specify the reasons why the path could not be 

determined and include advice about which 

constraints could be relaxed to be more likely to 

succeed in a future request. 
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A Simple Example 

ÅLots of potential paths from A to Z 

ÅFind me the least hop path (ABEHLZ) 

ÅFind me a path using only red links (ABDEGJKHLZ) 

ÅFind me two link disjoint paths, one using red links 

Å(ABDEGJKHLZ) (ACDFGHMZ) 
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PCEP Steps:  

Notification message and Error message 

¸ The PCNtf message may be sent by the PCE or by the 

PCC: 

ÅPCE may notify the PCC that it is overloaded, that some requests 

will not be satisfied, etc. The PCC may decide to redirect requests 

to other PCE. 

ÅPCC may notify some particular events to the PCE, like 

cancellation of pending requests. 

¸ PCErr message must be sent when a protocol 

error condition is met, like: 
Åwhen a message without a mandatory object is received. 

Åunexpected message 

Åpolicy violation 
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PCEP Steps: Finishing a PCEP session 

¸ Any PCEP peer may decide to finish the session, send a 

Close message and close the TCP connection. 

¸ When receiving a Close message: 

ÅPCC clears all pending requests sent to PCE 

ÅPCE clears all pending requests received from PCC 

¸ A PCEP session is immediately finished if a TCP 

connection failure occurs. 
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PCEP Objects 

34 

Object Purpose Message 

Open Session capabilities negotiation Open, PCErr 

RP Request Parameters for path computation PCReq, PCRep, PCNtf, PCErr 

No-Path Indication of failed path computation PCRep 

End-Points Source and destination of a path PCReq 

Bandwidth Bandwidth for a path PCReq, PCRep 

Metric Desired or resultant metric of a path PCReq, PCRep 

ERO The computed path PCRep 

RRO An existing path for re-optimisation PCReq 

LSPA LSP Attributes for a computed path PCReq, PCRep 

IRO Path to include in the computation PCReq, PCRep 

SVEC Synchronisation Vector to coordinate paths PCReq 

Notification Information about request and PCE state PCNtf 

PCEP-Error Error conditions PCErr 

Load-Balancing Request set of paths summed to bandwidth PCReq 

Close Reason for closing the session Close 
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The Traffic Engineering Database 
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The Traffic Engineering Database (TED) 

Å Traffic Engineering Database (TED) is an essential internal 

component of a PCE 

ÅProvides snapshot of the controlled network and its resources 

ÅPCE algorithms resort to TED as primary information source input  

Å The TED contains 

ÅTopology of the controlled network (Nodes, Links, relationships) 

Å The available resources and attributes  

ÅAvailable link bandwidth and metrics (e.g., costs) 
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A Little More About the TED 

ÅWhere does the TED come from? 

ÅPCE can listen to the IGP 

ÅPassive listener 

ÅTE Export from the network 

ÅBGP-LS 

ÅCan apply filters before exporting data 

ÅYANG 

ÅSimpler to represent topology 

ÅStill needs work for standardisation 

ÅMay be enhanced by additional information 

ÅFrom management systems according to policy 

ÅFrom inventory systems 
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Metrics 
ÅMetrics apply to links 

ÅJust as normal for IGP-TE 

ÅAn intrinsic part of the TED  

ÅThe base specification defines three metrics 

ÅIGP metric 

ÅTE metric 

ÅHop count 

ÅOther metrics defined for other networks  

ÅDelay, optical, é 

ÅUsed in PCRep to indicate quality of computed path 

ÅUsed in PCReq in conjunction with Objective Function 
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Objective Functions 

ÅPath computation is subject to a set of one or more 

specific optimization criteria 

ÅCalled objective functions (OFs) 

ÅApplied to single paths 

ÅMinimum Cost Path (MCP) 

ÅMinimum Load Path (MLP) 

ÅMaximum residual Bandwidth Path (MBP) 

ÅApplied to sets of paths 

ÅMinimize aggregate Bandwidth Consumption (MBC) 

ÅMinimize the Load of the most loaded Link (MLL) 

ÅMinimize the Cumulative Cost of a set of paths (MCC) 

ÅNew OFs can be defined to facilitate new computations 
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tǊƻǘƻŎƻƭ .ƛǘǎΩƴΩtƛŜŎŜǎ Υ 9ȄǇƭƛŎƛǘ wƻǳǘŜ 9ȄŎƭǳǎƛƻƴǎ 

ωWhat does it mean a route exclusion in path computation? 
ωSometimes, a Path Computation Client (PCC) needs to specify abstract 

nodes, resources, and Shared Risk Link Groups (SRLGs) that are to be 
explicitly excluded from the path computation. 

ωWhen do we need to specify a route exclusion? 
ωIn inter-domain Label Switched Paths (LSPs), disjoints paths may be 

computed by cooperation between PCEs (computing separated 
segments) 

ωWhen a network operator wants a path to avoid specified nodes for 
administrative reasons. 

ωProtocol extensions on a PCReq 

ωInclude Route Object (IRO) 

ωExclude Route Subobject  

ωExclude Route Object (XRO) 
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Point-to-Multipoint (P2MP) 

ÅNot supported in the original protocol spec 

ÅñWalk before you can runò 

ÅP2MP is one of the more challenging computations 

ÅSimple solutions are an overlay of multiple P2P LSP 

ÅThis is not optimal 

ÅP2MP is computationally expensive (hard problems) 

ÅPrime candidate to offload to a dedicated PCE 

ÅProtocol extensions 

ÅSpecify the set of destinations 

ÅSpecify the branch points 

ÅSpecify the objective functions 

ÅLeast cost to the destinations 

ÅLeast cost tree 

Diverse paths 

Distinct source nodes 
41 
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Per-Domain Path Computation 

ÅIngress asks PCE-A for a path towards Z 

ÅPCE-A returns ABP and signalling starts 

ÅSignalling reaches R 

ÅBorder node R asks PCE-Z for a path towards Z 

ÅPCE-Z returns RVZ and signalling continues 

ÅThis is what weôre used to with PCE embedded in ASBR 
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Backward Recursive Path Computation (BRPC) 

ÅUsing normal per-domain mechanisms 
ÅPCE-A selects ABP (cost 2 in domain A) 

ÅResulting path is ABPRWXYZ (cost = 7) 

ÅIn BRPC PCE-A consults PCE-Z 
ÅPCE-A acts as a PCC to PCE-Z 

ÅTwo paths are returned {RWXYZ, 4} and {SVZ, 2} 

ÅPCE-A can now make a better choice  

ÅACDQSVZ (cost = 6) 
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Path Keys and Confidentiality 

ÅDomain Z might not want to expose the details of its 

internal topology 

ÅBRPC is enhanced with Path Keys 

ÅPCE-Z returns {R, key1, 4} and {S,key2, 2} 

ÅPCE-A selects ACDQSkey1 (cost = 6) 

ÅSignalling reaches S 

ÅS consults PCE-Z for the path SVZ 
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Support for GMPLS 

ÅGMPLS is just Traffic Engineered LSPs 

ÅInitial effort focused on basic path computation 

ÅApplication to transport networks requires 

ÅDiverse protection paths 

ÅSpecial metrics and objective functions 

ÅWavelength continuity 

ÅPath length and regeneration 

ÅTechnology-specific constraints and objective functions 

ÅTimeslots 

ÅOptical constraints 

ÅEven simple constraints are complex 

ÅVendor-specific constraints 

ÅMulti-domain is very applicble to transport networks 

ÅClient-server relationships between networks 
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Optical Constraints 

ÅThese are really non-trivial! 

ÅThey are the province of individual vendors 

ÅBut they are still open for use in a PCE 
 
Link OSNR 

 

 

 

Link PMD 

 

 
 

Link Nonlinearity 
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Global Concurrent Optimisation (GCO) 
ÅSometimes paths have to be computed together 

ÅRemember the fish! 

ÅEven more important during re-optimisation 

ÅMoving one LSP onto a new path might block moving others 

ÅNeed to batch multiple computation requests 

ÅMay be more than fits in one message 

ÅProtocol extensions in RFC 5557 

ÅNew network-wide metrics 

ÅMaximum link utilisation  

ÅOverbooking factor 

ÅNew objective functions 

ÅMinimize aggregate Bandwidth Consumption (MBC) 

ÅMinimize the load of the Most Loaded Link (MLL) 

ÅMinimize Cumulative Cost of a set of paths (MCC) 
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Moving Forward 
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Inter-Layer PCE and Virtual Network Topology 

Manager (VNTM) 

ÅPCE is a ñlogical componentò 
ÅPCE limited to specific function 
ÅPath computation only 

ÅPCE cannot make provisioning requests 

ÅVNTM is a ñlogical componentò 
ÅResponsible for: 
ÅApplying policy 

ÅPreparing lower layer trails for use by higher layer 

ÅUsing PCE to compute lower layer paths 

ÅInvoking provisioning in lower layer 

ÅCausing lower layer LSPs to be advertised as TE links in 
higher layer 

ÅInteracting with lower layer management and policy 

ÅInteracting with higher layer PCE, management, and  
policy. 
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VNT Manager Interactions with PCE 
ÅVNT Manager acts on triggers 

ÅUses PCE to determine paths in lower layer 

ÅUses management systems to provision LSPs 

ÅCauses new TE links to be advertised 
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Domain Meshes 
Å A mesh of domains 

ÅOptical networks are constructed from multiple vendor-specific sub-

domains 

Å Multi-AS environments 

 

 

 

 

 

 

 

Å The internal TE topology of a domain canôt be seen from outside 

Å Aggregation / abstraction hides information and leads to failed path setup 

Å Flooding TE information breaks confidentiality and does not scale 

Å Means end-to-end paths are hard to compute 

ÅWhich domains to use? 

ÅWhich interconnection points to use? 
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Existing Multi-Domain PCE Techniques 

ÅPer domain path computation 
ÅWith per domain the sequence of domains is known 

Å Domain border nodes are also usually known 

Å Computation technique builds path segments across individual domains 

Å Domain choice is only possible with crankback 

Å The mechanism does not guarantee an optimal path 

ÅBRPC 
ÅCurrent definition assumes domain sequence is already known 

Å BRPC is good for selecting domain border nodes 

ÅComputation technique derives optimal end-to-end path 

Å BRPC could be applied to domain selection 

ÅFunctions correctly (optimal solution)  

ÅSignificant scaling issues 
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Hierarchical PCE 
ÅHow do I select a path across multiple domains? 

ÅParent PCE (pPCE) has 

ÅAn overview topology showing connectivity between domains 

ÅCommunications with each Child PCE (cPCE) 

ÅParent can selectively and simultaneously invoke children 

to assemble an end-to-end path 
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Hierarchical PCE 

ÅEach Child PCE is configured with the address of 

its parent PCE 

ÅThe Parent PCE maintains a topology map 
ÅThe nodes are the Child domains  

ÅThe map contains the inter-domain links  

ÅThe TE capabilities of the links are also known 

ÅDomain interconnection discovery or 

configuration 
ÅThe Child PCE can report the following information to the Parent 

PCE 

ÅThe identity of its neighbor domains 

ÅDetails of the inter-domain TE links (as already 

advertised in the IGP) 
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Hierarchical PCE Procedures 
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1. Ingress LSR (S) sends 

a request to PCE1 for a 

path to egress (D) 

2. PCE 1 determines egress  

is not in domain 1 

3. PCE 1 sends computation  

request to parent PCE (PCE 5) 

5. Parent PCE sends  

edge-to-edge computation  

requests to PCE 2 responsible  

for domain 2, and to PCE  4  

responsible for domain 4 

4. Parent PCE determines likely  

domain paths  

8. Parent PCE correlates  

responses and applies policy   

requirements 

9. Parent PCE supplies ERO to PCE 1 

6. Parent PCE sends source 

to edge request to PCE 1 

7. Parent PCE sends edge to  

egress request to PCE3  

Domain 1 
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The Stateful PCE 
Å The ñclassicò PCE uses network state stored in the TED 

Å This information may be gathered from the network 

Å Or from inventory, management systems, configuration export 

Å There is also transitory per-computation state in the PCE 

Å This allows bulk computation  

Å ñPlease compute a path considering this other LSPò 

Å A Stateful PCE is aware of LSPs in the network (LSP-DB) 

ÅCould retain knowledge of paths it previously computed 

ÅOr gather information about LSPs from the network 

ÅExtensions to BGP-LS  

ÅPossible extensions to PCEP 

ÅñYes, I used that path you gave meò 

ÅñHere are some other LSPs I know aboutò 

Å A Stateful PCE is able to do more intelligent path computation 

Å Especially re-optimisation and interactions between LSPs 
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